
 
 

 

 





 

 

 

 

 

 

 
 
 
 
 
 

 

 

 
 
 
 

 
 
 
 
 



 

 

 

 

 

 

 

 

 



 

 

 

Description Install Robin Master and Worker roles on physical server 

Objective Verify that the Robin Master and Worker is installed successfully

Prerequisite/s 

1. Before the installation:

a. Configure BIOS, Grub settings listed in Appendix

b. Install OS and drives listed in Appendix 

c. Run the pre-requisite script listed in Appendix and fix errors 

2. Follow the Robin Installation Manual and install the Master.

3. Follow the Robin Installation Manual and install the Worker.

Test Execution

1. Login to the Master node as root user

2. Run the below command to install Robin 

3. 

1. Login to the Worker node as root user 
2. Run the below command to install Robin on Worker Node 



 

 

 

 

4. 

Expected

Result

1. Robin automated verification steps have completed successfully. 
a 

2. Robin Master is successfully installed. 
 Robin Worker is successfully installed.

 

 Check that the ROBIN controllers and computes are configured

Status OK

Comments

 
 

Description Configure Cluster for Robin to fully operational 

Objective Verify Robin Cluster configuration status

Prerequisite/s 

 
 

Test Execution

 
 

  
# robin login <Robin Username> --password <Robin Password> 

 
3. The command should provide successful login message 

 
 
User <Robin Username>  is logged into Administrators tenant 

 

 
 

 



 

 

 

 
 

 

 

Resource Pool assignment 
 

1. Run below command to add Worker node to default resource pool 
 

 
#   robin host assign-rpool <hostnames> default  --wait 
 

 
2. The host should be assigned to default resource pool 

1. Run below command to assign compute and storage roles to Worker Node 
 

                  
2. The host should be assigned with Compute and Storage roles 
3. Run the below command to list the hosts and verify the role associated with the 

hosts 
 
# robin host list 

 
 

File Collection Creation 

 

# robin collection create <media_type> <rpool_name> --collection-type <type> --
replicas <count> --size <size> 
 
E.g.: 
   # robin collection create SSD default --collection_type FILE_COLLECTION --replicas 
1 --size 5GB  --wait 

 
2. File collection should be created successfully 

Expected

Result

1. Robin license should be applied successfully 
2. Robin Worker Node should be assigned with Compute and Storage Roles 
3. Robin File Collection should be created successfully 

Status OK



 

 

 

Comments

Description Robin Health Check 

Objective Verify that Robin is healthy.

Prerequisite/s The Robin Node is installed successfully.

Test 
Execution

1. Login to Robin Dashboard from Browser using the below URL and verify the services in 
Dashboard 

https://<Robin Dashboard IP>:29443/ 

 

2. Verify Infrastructure Node status under Dashboard Infrastructure Information Section 

3. Verify Nodes, Storage, Resource Pools and Network status details under Infrastructure 
Menu Option. 

4. Check  Master services status by running the command 

#  robin host info <master node fqdn> 

5. Check Worker services status by running the command 

6. 

Expected

Result 

1. The Robin Dashboard should be accessible and able to login  
2. The Master Node services should be in UP state 
3. The Worker Node services should be in UP state 
4. The services should not be in Critical state. 

Status OK 

Comments 

Robin Dashboard login is accessible  

Robin Dashboard displays infrastructure information including number of nodes, health 
service status, memory/cpu/storage capacity  

Robin services are in healthy state 



 

 

 

Description Deploy MySQL container on worker node  

Objective Verify sample application deployment with automated storage provisioning

Prerequisite/s 
 
 

Test Execution 1. Login to Master Node  
2. Run the below command to upload the bundle to Robin 

 

# robin bundle add <name> <version> <bundle path> 

 

E.g.: 

 

# robin bundle add MySQL 5.7 ./docker-mysql-5.7-

333_master.tar.gz 

 
 
 
 
 
 
 

Expected

Result
MySQL application is successfully provisioned in Robin Cluster with selected cores, 

memory, storage and network.

Status OK

Comments

Description Deploy PODs with single network 

Objective Verify that PODs can communicate with other PODs in the cluster

Prerequisite/s  
 



 

 

 

Test 
Execution

 
 

 
 
 

 

 
 
 

Expected

Result
1. Network, subnet and ports are created successfully 
2. PODs are instantiated successfully and have the expected IP address 
3. If the application is deployed as 2 POD, there is connectivity between the 2 PODs 
4. The POD is able to reach to internet 

Status OK

Comments

http://www.google.com/


 

 

 

Description Test the NUMA Awareness behavior.

Objective Verify the proper behavior of NUMA awareness.

Prerequisite/s 1. Robin Worker should be enabled with NUMA configurations 

Test 
Execution 

1. Login to Master Node 
2. Run below command to verify the NUMA configurations of worker node 

# robin host info <fqdn of worker node>

3. Verify the NUMA Topology details discovered for the worker node by Robin  

Expected

Result 

1. The NUMA Topology discovered by Robin should be displayed 

Status OK

Comments

Description CPU Pinning testing.

Objective

Verify that CPU pinning operates as expected. Items checked:

• Simple CPU pinning with different number of CPUs (up to the number in NUMA).

Prerequisite 1. Worker Node should be configured with isolated CPU as listed in Grub settings under 

Appendix section.

2. 

Test execution 1. Login to Robin Dashboard 
2. Create Application using the application bundle  
3. After the application is provisioned 
4. Verify the cores allocated to the application  

 



 

 

 

Expected

Result 1. The cores allocated to the application is from the same NUMA and from the isolated CPU 
cores.

Status OK

Comments

Description Huge pages testing.

Objective

Verify that Huge pages are configured as expected. Items checked:

Prerequisite
 

 

Test Execution 
 

 

 

 

Expected

Result  
 

Status OK

Comments



 

 

 

Description Deploy PODs to use SR-IOV 

Objective Verify that PODs deploy on SR-IOV computes and use SR-IOV networks

Prerequisite/s 1. Worker Node should be enabled with SR-IOV configurations 
2. Application bundle which supports SR-IOV should be present 

Test 
Execution 

 Login to Master Node

 

 Create application from Robin Dashboard using the created SRIOV networks

 

 

 

 
 
 

Expected

Result

1. The SR-IOV ip-pools should be created 
2. Application should be provisioned with the SR-IOV networks 
3. IP addresses should be assigned to the instances 
4. Network connectivity should be successful 

Status OK

Comments



 

 

 

Description Deploy PODs with DPDK

Objective Verify that the system deploys the POD with DPDK networking.

Prerequisite/
s

1. 

2. 

3. 

Test 
Execution

 Login to Master Node

 

 Create application from Robin Dashboard using the created DPDK networks
4. Connect to l2fwd application instance from Robin Master Node in new terminal 

 

 

http://www.google.com/


 

 

 

 

Expected

Result

 
 
 

Status OK

Comments

 

 

 



 

 

 



 

 

 

"ProcVirtualization": "Enabled" 
"SubNumaClustering": "Disabled" 
"Sriov": "Enabled" 
"NodeInterleaving": "Disabled" 

• Parameters:

GRUB_TIMEOUT=5 

GRUB_DISTRIBUTOR="$(sed 's, release .*$,,g' /etc/system-release)" 

GRUB_DEFAULT=saved 

GRUB_DISABLE_SUBMENU=true 

GRUB_TERMINAL_OUTPUT="console" 

GRUB_CMDLINE_LINUX="crashkernel=auto spectre_v2=retpoline 

rd.lvm.lv=centos/root rd.lvm.lv=centos/swap rhgb quiet iommu=pt 

intel_iommu=on hugepagesz=1G hugepages=50 isolcpus=1-10" 

GRUB_DISABLE_RECOVERY="true" 

• NUMA awareness: 

isolcpus=1-10

• Huge Pages: 

hugepagesz=1G hugepages=50

• DPDK: 

DPDK 20.05

• SRIOV/DPDK:



 

 

 

[root@pocf02 ~]# cat /etc/udev/rules.d/70-persistent-net.rules 

ACTION=="add", SUBSYSTEM=="net", ATTR{address}=="00:25:90:fa:7b:4f", 

ATTR{type}=="1", NAME:="sriov0" 

ACTION=="add", ... 

 

[root@pocf02 ~]# cat /etc/udev/rules.d/75-allocate-sriov-vfs.rules 

ACTION=="move", SUBSYSTEM=="net", KERNEL=="sriov[0-9]*", RUN+="/bin/sh 

-c '/usr/bin/echo 4 > /sys/class/net/%k/device/sriov_numvfs'" 

ACTION=="change", SUBSYSTEM=="net", KERNEL=="sriov[0-9]*", 

RUN+="/bin/sh 

-c '/usr/bin/echo 4 > /sys/class/net/%k/device/sriov_numvfs'" 

[root@pocf02 ~]# ip link show sriov0 

3: sriov0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq state UP 

mode DEFAULT group default qlen 1000 

link/ether 00:25:90:fa:7b:4f brd ff:ff:ff:ff:ff:ff 

vf 0 MAC 9e:62:16:73:78:c2, spoof checking on, link-state auto, 

trust off, query_rss off 

vf 1 MAC de:ed:94:72:47:f2, spoof checking on, link-state auto, 

trust off, query_rss off 

vf 2 MAC d2:fe:8f:2f:d2:d0, spoof checking on, link-state auto, 

trust off, query_rss off 

vf 3 MAC 00:00:00:00:00:00, spoof checking on, link-state auto, 

trust off, query_rss off 

• Disable SELinux

• Disable Firewall

 



 

 

 

In the ATP, Cent OS is used as OS: 

 

 

 

 

• 
• 


